This paper identifies, catalogues, and discusses factors that are responsible for causing visual impairment, of either pathological or situational nature, for touch and gesture input on smart mobile devices. Because the vast majority of interactions that we have with touchscreen devices are highly visual in nature, any factor that prevents a clear, direct view of the mobile device’s screen can have potential negative implications on the effectiveness and efficiency of the interaction. This work presents the first overview of such factors, which are grouped in a catalogue of users, devices, and environments. The elements of the catalogue (e.g., psychological factors that relate to the user, or the social acceptability of mobile device use in public that relates to the social environment) are discussed in the context of current eye pathology classification from medicine and the recent literature in Human-Computer Interaction on mobile touch and gesture input for people with visual impairments, for which a state-of-the-art survey is conducted. The goal of this work is to help systematize research on visual impairments and mobile touchscreen interaction by providing a catalogue-based view of the main causes of visual impairments affecting touch and gesture input on smart mobile devices.
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a discrete manner (Kuber et al., 2012), and, overall, do not scale well to large touchscreen surfaces (Kane et al., 2011a). Consequently, people with visual impairments still need to adopt workaround strategies to be able to use touchscreen devices effectively and independently (Kane et al., 2008a, 2009; Shinohara and Tenenberg, 2007), for which better assistive technology has yet to be presented. Moreover, on-the-go everyday use of smart devices puts even people without visual impairments in situations where they cannot have a clear, direct view of the device’s screen, which makes them temporarily affected by “situational impairments” (Sears et al., 2003; Barnard et al., 2007; Abdolrahmani et al., 2016). Whatever the cause of visual impairment, pathological or situational, mobile devices must be made more accessible to their users (Wobbrock, 2006), where today’s reason for poor accessibility is touch input techniques that require users to visually locate objects on the screen.

Because smart mobile devices expose touchscreens not adapted to non-visual input, the design of touch and gesture interactions for people with visual impairments demands user-centered approaches (Krajnc et al., 2010; Wobbrock et al., 2011). There have been many efforts in the community to increase the efficiency of perceived on-screen visual content (Frey et al., 2011; Guerreiro et al., 2008; Kane et al., 2008a; Encelle et al., 2011) and to improve touch and gesture input efficiency for people with visual impairments (Azenkot et al., 2012a; Guerreiro et al., 2011; Oliveira et al., 2011; McGookin et al., 2008; Wall and Brewster, 2006; Kane et al., 2013b; Sánchez and Aguayo, 2007). However, there is still a lack of understanding of how people with visual impairments attend visual targets and perform touch gestures on such devices, not to mention that the visual challenges in the everyday lives of people who are blind are still not well understood (Brady et al., 2013). Also, only recently has the community started to examine accessibility challenges experienced by people with low vision (Szpiro et al., 2016a,b). The impact of situational impairments on users’ touchscreen interaction performance has also been insufficiently studied, where previous work only addressed punctual use cases, such as the effects of walking or encumbrance on mobile touchscreen interaction (Ng and Brewster, 2013; Schildbach and Rukzio, 2010). Recent work that examined situationally-induced impairments for people who are blind (Abdolrahmani et al., 2016) revealed even more accessibility challenges that need to be addressed in the community in order to provide universal access to mobile devices.

This work provides the first overview of causes of visual impairment for mobile touch input to help systematize research on visual impairments and touchscreen interaction. Because touchscreen input is predominantly a visual task, visual impairments, either pathological or situational in nature, will negatively affect interaction effectiveness and/or efficiency. Figure 1 shows a few examples of how various pathological eye conditions can modify one’s perception of visual stimuli, such as those presented on a mobile device, causing perception to be inaccurate or incorrect, e.g., glaucoma leads to peripheral vision loss (Figure 1b), while age-related macular degeneration affects central vision (Figure 1c). Figure 2 illustrates some of the causes responsible for situational visual impairment, such as occlusions of the device’s display or screen glare. These scenarios are only a few examples of many possible situationally-induced impairments, and it is easy to imagine more such ex-
amples. However, no rigorous inventory of such scenarios, or of the factors that determine them, has been conducted until now, despite the benefits of such a rich source of information for researchers and practitioners designing for accessible touch and gesture input on mobile devices. Consequently, the effort to identify, examine, and catalogue causes of visual impairment is timely in order to systematize research on visual impairments in the specific context of mobile touchscreen interaction. Furthermore, design guidelines for assistive input on mobile devices, including touch and gesture input, are dispersed in the literature and available evaluations of touchscreen performance from the accessibility literature have little connected to the state-of-the-art techniques in gesture analysis (Anthony et al., 2013; Nacenta et al., 2013; Rekik et al., 2014; Vatavu et al., 2014, 2013; Wobbrock et al., 2009). Thus, we also review in this paper design guidelines for accessible touch input on mobile devices.

The contributions of this work are as follows: (1) the first survey of mobile touchscreen interaction for people with visual impairments, organized around accessibility problems of touchscreens, evaluations of users’ touch input performance, and assistive input techniques; we equally provide an overview of pathological causes of visual impairment, as catalogued by the World Health Organization in the most recent International Classification of Diseases (WHO, 2016) and also an overview of situationally-induced visual impairments; (2) a taxonomy of causes of visual impairment when interacting with mobile touchscreen devices, which we catalogue on three distinct dimensions: users, devices, and environments; and (3) a summary of design guidelines available in the literature for designing accessible mobile interactions for people with visual impairments. We hope that this state-of-the-art survey on visual impairments and mobile touchscreen interaction will help toward systematizing research efforts in this direction and crystallizing today’s challenges toward new designs of better assistive technology for both pathological and situational visual impairments.

2. TOUCH AND GESTURE INPUT ACCESSIBILITY ON MOBILE DEVICES FOR PEOPLE WITH VISUAL IMPAIRMENTS: A SURVEY

Visual impairment is defined as a functional limitation of the eye(s) or the visual system that can manifest in various ways, such as reduced visual acuity, reduced contrast sensitivity, visual field loss, visual distortion, etc.; see Figure 1 for a few examples of visual impairments caused by various eye conditions. This section overviews previous work that examined the effect of visual impairments on users’ efficiency to interact with mobile computing devices (e.g., how well do people with visual impairments perform basic tasks on touchscreens?), as well as prior work that designed techniques to increase the effectiveness and efficiency of people with visual impairments to interact with mobile devices (e.g., assistive techniques for target acquisition, software magnifying tools, gesture sets designed for people who are blind, etc.). A large body of work exists on making computers more accessible to people with visual impairments that covers a wide range of devices and techniques, from devices that output Braille or understand Braille input (Lévesque et al., 2005; Manohar and Parthasarathy, 2009) to software-based techniques designed to increase users’ visual acuity of on-screen content (Turunen et al., 2010), printing techniques and special paper (Wang et al., 2012), screen readers (Sagata et al., 2007; Google, 2016b; Apple, 2016), custom web page designs (Kim and Lim, 2011; Rotard et al., 2008; Yang and Hwang, 2007), computer vision tools to assist human vision, perception, and understanding of the environment (Jafari et al., 2014; Manduchi and Coughlan, 2012), and techniques that exploit sensory substitution to render visual content in non-visual ways (Miller et al., 2007; Meijer, 2016). For a comprehensive treatment of such techniques for any computing platform, we refer the reader to previous surveys from the literature, such as (Hersh and Johnson, 2008; Pawluk et al., 2015; Zhang et al., 2008). With respect to mobile devices, Csapó et al. (2015) provided an overview of assistive technologies with focus on applications, such as text and speech input, navigation, and gaming. However, the topic of touchscreen input was not the focus of that review, or of any survey work until now for that matter, despite touch and gesture input being the prevalent form of interaction on today’s smart mobile devices.

This section surveys touchscreen interactions for mobile devices that, because of their reliance on visual stimuli, remain little accessible to mobile users with visual impairments of either pathological or situational nature. Such a focused review has not been conducted yet in the community, despite the wide prevalence of touch and gesture input for mobile devices. In this section, we adopt a survey methodology consisting in three steps (see Figure 3), and we discuss (a) studies that examined the accessibility challenges encountered by people with visual impairments when using mobile touchscreen devices and experimental findings regarding the touch input performance of users with visual impairments on mobile devices, (b) interaction techniques designed to make touchscreen devices more accessible to people with visual impairments, and (c) mobile applications, including commercial software. We also point to recent methodologies and tools for gesture analysis, such as (Anthony et al., 2013; Kane et al., 2011b; Vatavu et al., 2013, 2014; Vatavu and Wobbrock, 2015, 2016; Wobbrock et al., 2009), that have already started to be employed in the community to better understand gesture input on mobile touchscreen devices for people with visual impairments; see recent
work by Buzzi et al. (2015, 2016). Overall, we survey 215 references that were published between 1972 and 2016 that are related to the object of our survey; see the figure on the right for year distributions of previous work.

We start this survey by examining the accessibility challenges encountered by people with visual impairments when interacting with smart mobile technology (Brady et al., 2013; Buzzi et al., 2015; Kane et al., 2008a; Buzzi et al., 2016; Kane et al., 2009, 2011b; Leonard et al., 2005; Shinohara and Tenenberg, 2007; Ye et al., 2014). Our main focus is touch and gesture input techniques, but we also discuss previous work examining other mobile accessibility problems and associated assistive techniques, when relevant. Therefore, we refer to previous work on the design and development of interaction techniques that exploit sensory substitution (Burch and Pawluk, 2009; Kane et al., 2013b; Landau and Wells, 2003; McGookin et al., 2008; Wall and Brewster, 2006; Xu et al., 2011); we discuss relevant software features that improve the accessibility of mobile devices overall, such as on-screen narration of text and visual content, gesture sonification, and audio and tactile feedback (Kane et al., 2013b; Landau and Wells, 2003; Oh et al., 2015; Wall and Brewster, 2006); and we reference commercial software, such as popular screen readers with considerable impact on the accessibility of mobile devices (Apple, 2016; Google, 2016b). The discussion that follows groups related work into three main chapters:

1. Observations from the literature on how mobile devices are used by people with visual impairments, including preferences for mobile devices, workaround strategies, and users’ performance with touch gesture input.
2. Design of interaction techniques to improve the accessibility of touchscreen devices, such as techniques that exploit sensory substitution implemented with audio and haptic feedback, or techniques that improve touch and multi-touch input accuracy for people with visual impairments.
3. Applications of assistive input, including a discussion of commercial applications, such as screen readers, photo and video captioning, and navigation assistance apps.

We start this section with a brief discussion of the diseases of the eye as they are cataloged by the World Health Organization (WHO, 2016) and we present technical solutions designed to address specific causes of visual impairment, such as refractive errors or age-related macular degeneration.

2.1. Diseases of the eye: A brief overview

The World Health Organization lists 11 categories of diseases of the eye, according to its 10th revision of the International Statistical Classification of Diseases and Related Health Problems; see (WHO, 2016), chapter VII, “Diseases of the eye and adnexa.” Visual impairments are listed under the “Visual disturbances and blindness” category and are classified into four main types, according to visual acuity; see (WHO, 2016):

1. **Mild** or no visual impairment (visual acuity is equal or better than 6/18). People with mild visual impairments can indicate signs of vision problems, but normal vision is easily attained with corrective lenses.
2. **Moderate** visual impairment (visual acuity equal or better than 6/60, but worse than 6/18). People in this category need low-power magnifiers or large fonts for reading. They can perform lucrative activities that do not require large dependence on visual stimuli.
3. **Severe** visual impairment (visual acuity equal or better than 3/60, but worse than 6/60). People with severe impairments experience problems in spatial orientation and accommodation problems to changes in light intensity. High-power magnifiers and vision amplifiers are needed.
4. **Blindness** (visual acuity worse than 3/60). Considerable difficulties need to be overcome for spatial orientation and assistance is needed. Information is obtained through audio and Braille books and devices.

According to (WHO, 2014), the major causes of visual impairments worldwide are uncorrected refractive errors, such as myopia, hyperopia, and astigmatism (43% incidence), unoperated cataract (33%), and glaucoma (2%). Age-related macular degeneration, trachoma, diabetic retinopathy, and corneal opacities follow at about 1%; see Figure 4. Also, a large proportion (18%) of causes leading to visual impairment is still undetermined (WHO, 2012). The most affected age group is represented by persons aged over 50 years old that account for 65% of all the population affected by some form of visual impairment (WHO, 2012), followed by the 15–49 years old group with 28% and children less than 14 years old with 7%.

![Figure 4: Principal causes of visual impairment worldwide (year 2010), according to data from the World Health Organization (WHO, 2012, 2014). Uncorrected refractive errors and cataracts are responsible for 76% of all visual impairment causes, while 18% of causes are undetermined.](image-url)

**Refraction errors** are responsible for visual acuity loss. Depending on severity, loss in visual acuity affects accurate perception of the information displayed by the screen of a mobile device; see Figure 5, top row, for simulations. Unlike other diseases of the eye, refractive errors cannot be prevented, but they can be diagnosed and treated with corrective glasses, contact lenses, or refractive surgery. Vision disturbances caused by refractive errors have been addressed in the technical literature.
Figure 5: Simulations for visual acuity loss, peripheral and central vision loss, and color perception loss, caused by refractive errors, glaucoma, diabetic retinopathy, macular degeneration, and cataract in the mild, moderate, and severe conditions. Note: images were produced using the Vision and Hearing Impairment Simulator available on www.inclusivedesigntoolkit.com; images produced and included with permission.

For instance, Guerreiro et al. (2011) examined individual differences in the performance of people with visual impairments with a key acquisition task on the keypads of various form factors of mobile devices. Results revealed that spatial acuity significantly affects key acquisition performance, e.g., people with less visual acuity take longer to locate keys on the keypad of the mobile device. Recent advances in augmented reality technology and wearables made possible vision enhancement systems, such as ForeSee or CueSee (Zhao et al., 2015, 2016) that present people with low vision with visually-enhanced views of the reality, such as magnifications, enhanced contrast and highlighted edges, or automatic detection of text and objects. Also, recent advances in display technology enable visualizations of on-screen objects tailored to the subject’s focal length (Pampolina et al., 2012), freeing the viewer from the need of wearable optical corrections when looking at the display.

Age-related macular degeneration is a condition in which the macula (an oval area near the center of the retina, responsible for sharp central vision) suffered damages. The symptom is blurred area near the center of vision which, with time, grows larger. Figure 5 illustrates the AMD effect on the perceived image in the mild, moderate, and severe conditions. AMD interferes with the ability to see faces, read, write, or do close work. AMD has been addressed in the technical literature. For instance, Hakobyan et al. (2013, 2014) designed an accessible mobile app (diet diary) for people with AMD by adopting a participatory design approach. Leonard et al. (2005) examined factors that affect interaction performance with mobile devices of people affected by age-related macular degeneration (AMD). The AMD severity score and contrast sensitivity were found
to predict the efficiency of user interaction in terms of content search, selection, and manipulation.

Diabetic retinopathy is caused by damage to the blood vessels in the retina, because of high blood sugar in diabetes. Bleeding retinal blood vessels determine the appearance of floating spots in the visual field. Figure 5 illustrates simulations of diabetic retinopathy effect on the perceived image in the mild, moderate, and severe conditions. Diabetic retinopathy represents the most common cause of vision loss among people suffering from diabetes. Azrak et al. (2015) developed the Diabetic Retinopathy Predictor, a statistical predictor and mobile application for Android and iPhone that implements a binary logistic regression model to detect diabetic retinopathy or macular edema from objective variables, such as type of diabetes, gender, age, glycated hemoglobin (HbA1c), foveal thickness, and visual acuity (best corrected). Chhetri et al. (2010) introduced an iPhone implementation of the shape discrimination test for timely detection of proliferative diabetic retinopathy or diabetic macular edema, taking into consideration accessibility design guidelines, such as simplicity and visual clarity of the user interface for patients with eye conditions. Prasanna et al. (2013) introduced a smartphone app implementing a decision support system for initial screening of diabetic retinopathy that delivered an average sensitivity of 86%.

As mentioned above, 78% of all causes of visual impairments are determined by refractive errors, cataract, and glaucoma, while 18% are still undetermined. While some researchers have already started to focus on specific eye conditions (Hakobyan et al., 2014; Pamplona et al., 2012; Prasanna et al., 2013), more studies and examinations are needed as well as more design and development efforts to improve the accessibility of mobile devices for all visual abilities.

2.2. Mobile device use by people with visual impairments

Studies observing how people with visual impairments use mobile technology have revealed rich and useful information about their preferences for mobile devices, the importance of various features of mobile technology to improve accessibility and the actual importance of those features in the everyday lives of people with visual impairments, as well as the workarounds that people with visual impairments tend to develop for situations where current assistive technology fails (Shinohara and Tenenberg, 2007; Kane et al., 2008a, 2009; Szpiro et al., 2016a,b; Ye et al., 2014). Previous research has examined use trends, differences in how mobile technology is used by people with and without visual impairments, factors that affect interaction performance with mobile devices, users’ touch input performance and users’ gesture preferences and gesture production patterns on mobile touchscreen devices. The findings of these studies, put together, form a rich understanding of the accessibility challenges that people with visual impairments deal with when interacting with touchscreen devices. In this section, we group and discuss such discoveries reported by previous work.

2.2.1. Preferences for mobile devices

Several studies have reported on the types of mobile devices that people with visual impairments use and examined how those devices were being used. An interesting investigation of Shinohara and Tenenberg (2007) conducted under the name “observing Sara,” presented the case of a blind person’s interactions with technology, from which several recurring themes emerged, such as the importance of technology to not “mark” the user as blind, to support independence with portability and control, and to allow for brute-force alternatives in case of task failure which, by exhaustively trying all possibilities, can guarantee task completion. The technology biography of Sara could only account for mobile technologies available in the year 2007, such as tactile watches with Braille-like dots, screen readers with limited functionality, and simple mobile user interfaces, such as for rendering text messages on the phone. Since then, Ye et al. (2014) and Kane et al. (2009) examined other, more recent types of mobile devices that are now employed by people with visual impairments. Their investigations (in the form of interviews and on-line surveys) showed that people with visual impairments employ smartphones, music players, and GPS devices designed for generic users, but they also rely on their accessibility devices, such as canes, magnifiers, and Braille compasses; see (Kane et al., 2009). However, advances in mobile technology determined such accessibility devices to be progressively replaced with software screen readers, wired headphones, Bluetooth keyboards and headsets, refreshable Braille displays, and software screen magnifiers (Ye et al., 2014). Furthermore, recently available wearable devices, such as wristbands, augmented glasses, and rings that do not rely on visual input could have a positive impact on the ability of people with visual impairments to access information in mobile settings; see (Ye et al., 2014) that reported positive reactions from people with visual impairments to such eyes-free input wearables. Kuber et al. (2012) focused on the difficulties encountered by people who are blind when using screen reader technology on mobile devices and reported specific problems, such as limited functionality of screen readers, difficulties in accessing content discretely, limited feedback, and difficulties to understand speech output in loud and noisy environments.

2.2.2. Workaround input strategies for mobile devices

Previous work has reported workarounds that people with visual impairments tend to use on touchscreen devices when they encounter accessibility challenges regarding the ways mobile devices were designed to function, accept user input, and provide feedback and output (Kane et al., 2008a, 2009). Kane et al. (2008a) observed how people with visual impairments use mobile touchscreen technology and inventoried several workarounds to make mobile technology usable, such as attaching tactile dots or Braille labels directly to touchscreens, memorizing the locations of on-screen objects, asking other people for help or, when everything else fails, they simply avoid performing tasks that require a touchscreen. Informants from that study specifically pointed to the difficulty of learning object locations on the screen and expressed concerns about activating features accidentally with unintended touches that may result in unwanted consequences, such as deleting files. More accessibility problems and associated workaround strategies were revealed by Kane et al. (2009), who further examined the ways
in which people with visual impairments use mobile devices in their daily lives. Accessibility and usability issues were reported by 20 participants with a range of abilities, including total blindness, low vision, but also motor impairments. Participants indicated various accessibility problems, such as on-screen text being too small or screen contrast too low for effective use. Situational factors with negative effect on mobile interaction performance also emerged, such as issues encountered when operating devices while navigating in crowded spaces, low screen readability in very bright or very dim light, or the fact that using devices during walking reduces people’s situational awareness, making it difficult, for instance, to hear other sounds in the environment. Kane et al. (2009) also reported a variety of strategies that people with visual impairments employ in order to use mobile devices independently, such as resorting to device settings adjustments (e.g., set bigger font sizes), installing and using screen reader software, using multiple devices to overcome accessibility problems, or making a practice of using the device at home with magnifiers to memorize locations of on-screen objects, such as buttons.

These specific findings regarding mobile technology connect to more general observations from the literature of the accessibility of technology for people with visual impairments. For instance, Brady et al. (2013) examined the visual challenges experienced by people who are blind in their everyday lives and reported results from a large scale study in which over 5000 participants asked over 40000 questions about photographs they took using a custom application, e.g., “what color is this shirt?” A taxonomy of questions was produced consisting in identification questions (e.g., “what is this?”), reading questions (e.g., “what does this say?”), description questions (e.g., “what color is this?”), and other questions that point to the many difficulties encountered by people who are blind and which could be addressed with assistive mobile technology; see (Brady et al., 2013) (p. 2120). Furthermore, Sziro et al. (2016a) reported in a recent study that the needs of people with low vision for accessible technology differ from those of people who are blind, with implications showing the importance of designing technology for vision enhancement (Sziro et al., 2016a,b; Zhao et al., 2015, 2016).

2.2.3. Touch gesture input for people with visual impairments

Studies on how people with visual impairments use touch gestures have been scarce and, consequently, there is little information today on the touch and gesture input performance of people with visual impairments, despite a large body of knowledge on touch input for people with full sight (Bacim et al., 2013; Chang et al., 2015; Holz and Baudisch, 2011; Lee and Zhai, 2009; Park and Han, 2014; Vatavu et al., 2015, 2013; Wobbrock et al., 2009; Tu et al., 2014). We discuss in this section previous results on gesture preference and gesture input performance for users who are blind (Buzzi et al., 2015, 2016; Kane et al., 2011b) and we also point to existing techniques and methodologies from the gesture literature that could be employed to conduct more such studies towards a better understanding of how people with visual impairments articulate gestures on touchscreens. In the following, we discuss previous work on the gesture preferences and the gesture articulation performance of people with visual impairments.

The first study that looked at touch gestures produced by people with visual impairments was (Kane et al., 2011b), who examined preferences for gestures on mobile devices in the context of a gesture elicitation study, where gesture commands invented by 10 participants were compared to gestures proposed by 10 people with full sight. Findings revealed that people who were blind used more strokes per gesture, invented more edge and corner gestures, and made use more frequently of mode changers to reduce potential conflicts between gestures, e.g., an extra touch precedes the actual gesture command for multitouch input. More gesture preferences were revealed by Buzzi et al. (2015, 2016), who reported preferences for round-shaped gestures, one-finger input, one-stroke gestures, and short gesture trajectories. These results indicate the importance of simple and efficient designs of gesture shapes (Kane et al., 2011b; Buzzi et al., 2015), the need for physical anchors to start and/or end a gesture command (Kane et al., 2011b), and also the need for specific interaction techniques, e.g., mode switchers, to assist gesture input on touchscreens (Kane et al., 2011b). These studies implemented the gesture elicitation methodology, which represents an effective technique to reveal discoveries about users’ gesture preferences to inform gesture set design. Introduced by Wobbrock et al. (2005) to maximize the guessability of symbolic input and first applied to touchscreen gestures by Wobbrock et al. (2009), the elicitation methodology has now a rich set of measures of agreement and coagreement of participants’ preferences, associated statistical tests, and a public software tool (AGATe) to assist such investigations; see Vatavu and Wobbrock (2015, 2016).

Knowing what gestures people prefer to perform to effect specific tasks is important knowledge to inform the design of gesture sets for specific applications. However, how those gestures are actually articulated and how much they vary from one execution to the next can impact the performance of gesture recognizers. For instance, Kane et al. (2011b) found that the recognition accuracy for symbolic and shape gesture types reached maximum values of 44.9% and 78.7%, respectively, depending on the structure of the training set; see (Kane et al., 2011b) for results (p. 420) and Anthony and Wobbrock (2010) for the gesture recognizer employed in that work. To improve accuracy, detailed information is needed about how people with visual impairments produce gestures compared to people without impairments, for which popular recognizers like the ones in (Anthony and Wobbrock, 2010; Wobbrock et al., 2007; Vatavu et al., 2012) are able to deliver 99% accuracy rates.

Kane et al. (2011b) also examined differences in touch gesture articulation performance between people with and without visual impairments for a large set of gesture types including taps, directional flicks, shapes, and symbols. Results showed that gestures produced by people who were blind were larger in size, wider, had greater size variation, and were produced at slower speeds than gestures articulated by participants with full sight. In a recent study, Buzzi et al. (2016) examined gesture articulation using more recent gesture techniques, such as the analysis of gesture consistency and the relative accuracy
of gestures using the GECKo and GREAT toolkits of Anthony et al. (2013) and Vatavu et al. (2013). Results revealed articulation differences between gestures produced by people who were blind and people with low-vision in terms of Stroke Ordering Error (SkOE), Bending Error (BE), and Speed Error (SE) accuracy measures; see Vatavu et al. (2013) for a definition of these measures as well as for other gesture relative accuracy measures. In particular, gestures produced by people who were blind had lower Stroke Ordering Errors than gestures produced by people with low vision, showing a larger tendency of people who were blind to reproduce their gesture strokes consistently from one articulation to the next than it was the case for people with low vision. Results also showed that people who were blind were less consistent with multi-stroke gestures and that they had difficulties with gestures with steep or right angles. Unfortunately, Buzzi et al. (2016) did not compare gestures produced by people with visual impairments against gestures of people with full sight.

Therefore, more work is needed to understand the performance of gesture input of people with visual impairments using the newest gesture analysis methodologies available today (Anthony et al., 2013; Vatavu et al., 2013). Furthermore, other gesture tools have been made available recently, such as visualization techniques that use color coding to point to variations in gesture articulation, known as “gesture heatmaps”, which can further reveal important differences between gestures produced by people with and without visual impairments; see the GHoST toolkit of Vatavu et al. (2014). Comparisons with other mobile scenarios, such as situationally-induced visual impairments, are also needed, because even sighted people articulate gestures differently when they lack visual feedback; see, for instance, Tinwala and MacKenzie (2010) for eyes-free text entry on touchscreen mobile devices.

2.3. Interaction techniques to improve touchscreen accessibility for people with visual impairments

The accessibility literature includes a large variety of interaction techniques designed for people with visual impairments to use mobile devices more effectively when performing specific tasks, e.g., generic text entry (Frey et al., 2011; Guerreiro et al., 2008; Oliveira et al., 2011), or for specific applications, such as navigation assistance (Bischof et al., 2012; Buzzi et al., 2011; Frey et al., 2011; Guerreiro et al., 2008; Oliveira et al., 2011; Pressl and Wieser, 2006). Previous work on interaction techniques for accessible mobile devices can be grouped by many criterias, such as application type (e.g., navigation, communications, assistance with objects identification, etc.), input and output modalities (e.g., audio, tactile, assistive techniques to improve accessibility of photos and videos), device type (e.g., mobile, wearable, glasses, touch-sensitive screens) or interface type (e.g., touchscreen, motion gesture, voice input, etc.). Kane et al. (2011b) employed a classification of interaction techniques for assistive touch user interfaces that grouped previous work in techniques for menu browsing, discrete gestures, and techniques that used fixed regions on the screen. In menu browsing, the user goes through a list of options, which are rendered with speech output; see (Kane et al., 2008a; Guerreiro et al., 2008; Apple, 2016; Project-RAY, 2016). Discrete gestures allow users to execute specific actions that were previously mapped to those gestures, for example as demonstrated by McGookin et al. (2008). Fixed regions map specific areas of the screen to predefined functions, such as the 9-key virtual keyboard design of the Mobile Messenger for the Blind system of Sánchez and Aguayo (2007). In the following, we adopt a simple taxonomy to group previous work on interaction techniques for mobile touchscreen accessibility, which we discuss from the perspective of (a) output techniques implementing audio and tactile feedback to assist perception of on-screen visual content and (b) input techniques for entering text, performing selections, and effecting generic commands.

2.3.1. Tactile and audio feedback delivery techniques for people with visual impairments

Research on the accessibility of mobile touchscreen interaction has explored the principle of “sensory substitution” (Burch and Pawluk, 2009; Kane et al., 2013b; Landau and Wells, 2003; McGookin et al., 2008; Wall and Brewster, 2006; Xu et al., 2011) and, consequently, employed tactile and audio feedback to render visual information in non-visual ways in order to help people with visual impairments to better understand and control on-screen visual content (Frey et al., 2011; Kim et al., 2013; Guerreiro et al., 2008; Kane et al., 2008a).

Previous work on haptic feedback techniques has focused on new technology to deliver tactile cues (Xu et al., 2011) or on creative use of tactile layers superimposed on touchscreens (Kane et al., 2013b; McGookin et al., 2008; Wall and Brewster, 2006). For instance, Xu et al. (2011) introduced “TeslaTouch,” a technology to deliver haptic feedback to users’ fingers while fingers move on the surface of the touchscreen. TeslaTouch renders representations of 2-D information to people with visual impairments by modulating the friction force felt by the moving finger in response to a voltage difference applied between the finger and a conductive layer installed on the touchscreen. Applications enabled by TeslaTouch include rendering Braille letters, tactile cues to help identifying on-screen images, and tactile-assisted drawing. Another example of new technology for tactile feedback is (Burch and Pawluk, 2009), who developed a finger-worn device consisting of an RGB sensor and a piezoelectric actuator that rendered the color emitted by the screen into vibration signals that simulate texture on the tip of the user’s finger. Qian et al. (2013) introduced “tactile icons” to support users in situational impairments, and found that people prefer vibrotactile feedback that has a simple structure. For example, vibrotactile intensity can be mapped to message urgency, while feedback duration to message length. The HapticMap project investigated ways in which multimodal feedback can enhance and/or replace visual feedback (Giacchritsis et al., 2012; HapticMap; Pielot et al., 2012; Szymbczak et al., 2012). Toward this goal, Giachritsis et al. (2012) introduced a technique to design intuitive navigation patterns for users by employing vibrotactile signals to encode directions, landmarks, and actions required for navigation. Mobile devices were employed by Szymbczak et al. (2012) to provide navigation guidance by delivering meaningful vibrotactile messages to point users into the desired direction, e.g., more frequent vibrations were deliv-
erred when users were getting closer to their goal. Addressing mobile navigation in demanding conditions, Pielot et al. (2012) proposed “Tacticycle,” a user interface for a bicycle navigation system that helps users orient themselves while cycling. Recently, Schönauer et al. (2015) evaluated users’ ability to recognize vibrotactile feedback of various intensities and durations delivered at arm level during gesture articulation, but they only evaluated the performance of people with full sight. More work is needed to understand vibrotactile perception during gesture articulation for people with visual impairments.

Many researchers focused on using tactile overlays superimposed on touchscreens to provide haptic guidance for people with visual impairments. For instance, McGookin et al. (2008) implemented a touchscreen overlay for mobile devices in the form of a raised paper control panel with tactile buttons, which was demonstrated to control an MP3 player application. Performance evaluation results showed that users were significantly faster with the overlay than when using touch gestures alone. Wall and Brewster (2006) introduced “tactiles,” an interface that enables users with visual impairments to explore on-screen graphics using both tactile and audio feedback. Tac-tiles were implemented on a graphics tablet by using an overlay tile with physical relief to guide exploration and help users quickly orient themselves within the on-screen visualization. Graphical content was explored with a stylus guided by the relief of the overlay, while a tactile pin-array was used to deliver haptic feedback on the fingertips of the non-dominant hand. Landau and Wells (2003) introduced the Tactile Touch Tablet for haptic output delivered through a set of custom tactile sheets, such as a sheet in the form of a map (p. 415), while audio data was rendered when users pressed the tactile drawing. Kane et al. (2013b) extended these techniques for generic touchscreen interfaces and introduced “touchplates,” which are tactile overlays that deliver haptic feedback to people with visual impairments when interacting with standard touch interfaces. Touchplates are inexpensive to manufacture (e.g., they can be made out of cardboard) and are customizable to accommodate a variety of tactile landmarks (e.g., holes, edges, or rigged areas). Touchplates can support a large palette of interactions, such as text entry, working with windows and menus, and even exploring 2-D data with elaborate overlay designs, such as map cutouts; see (Kane et al., 2013b) (p. 22:4).

2.3.2. Touch and gesture interaction techniques on mobile devices for people with visual impairments

A lot of efforts have been conducted to design assistive input techniques for people with visual impairments to enter text, perform selections, and execute commands effectively on mobile touchscreen devices. These techniques have either adapted existing Braille input and output designs for mobile devices (Frey et al., 2011; Oliveira et al., 2011; Guerreiro et al., 2008) or implemented novel screen-reader technology to assist generic gesture input on mobile devices (Kane et al., 2008a, 2013a).

A specific class of text entry techniques designed for people who are blind rely on Braille-type input for touchscreen devices. For instance, Frey et al. (2011) introduced “BrailleTouch,” a soft keyboard designed for eyes-free text entry, which consists of six soft buttons with direct correspondence to the six parts of a Braille character. Another text-entry technique based on the Braille alphabet is “BrailleType” that uses dot characters entered with finger taps in six locations on the screen (Oliveira et al., 2011). Azenkot et al. (2012b) introduced IFD, the Input Finger Detection technique, that was applied to the Perkinput text entry method to deliver significantly faster and more accurate text entry on mobile devices than when using VoiceOver. We refer the reader to Siqueira et al. (2016) for a review on Braille-inspired text entry techniques for smartphones. Other approaches for entering text explored various keyboard designs, search-based techniques to locate letters in the alphabet, or mappings between multi-touch gestures and letters. For example, Sánchez and Aguayo (2007) employed a 9-button software keyboard and text-to-speech technology to enable users who are blind to operate an instant messenger application on mobile devices and Guerreiro et al. (2008) employed directional gestures to navigate through a list with the letters of the alphabet.

Another direction of work has looked at improving the accessibility of generic multi-touch input with various techniques. For example, Kane et al. (2008a) introduced “Slide Rule,” a set of multi-touch techniques that render the content of a visual touch interface using audio feedback, e.g., Slide Rule speaks the first and last name of a contact in the phone book when the user’s finger touches the corresponding area on the screen. Slide Rule enables both content understanding and command execution: a one-finger scan browses lists, a second finger tap selects on-screen items, multi-directional flicks perform actions, while an “L”-shaped stroke gesture is used to access hierarchical information. “AccessLens” (Kane et al., 2013a) is another interaction technique that employs computer vision-based hand tracking to enable people who are blind to use gestures on paper documents and other physical objects, such as product packages, screens, and home appliances. Azenkot et al. (2012a) developed “PassChords,” a secure multi-touch authentication technique that employs consecutive taps performed with one or more fingers to enter passwords on touch-screen devices. Vertanen (2016) used a finger counting technique to map the number of fingers and the relative locations of their touches to the letters of the alphabet. Finally, “DigiTaps” is an eyes-free number entry technique that uses combinations of taps and swipes performed with one, two, or three fingers to specify digits from 0 to 9 (Azenkot et al., 2013). All these techniques were designed to improve the accessibility of multi-touch input for mobile devices for people with visual impairments by using smart ways to infer grasps and fingers touching the screen, intended targets, and how users touch those targets on the screen.

As touchscreen interactions rely on touch and gesture input, researchers have also looked at ways to teach the gesture set of an application to users with visual impairments. Although many techniques exist for people without visual impairments, such as OctoPocus (Bau and Mackay, 2008; Delamare et al., 2016) or crib-sheet diagrams (Kurtenbach et al., 1994), these techniques rely on visual stimuli to help memory recall and, therefore, are not applicable to people who are blind and have limited applicability to people with low-vision, e.g., Oc-
toPocus (Bau and Mackay, 2008) may create "visual clutter" if too many suggestions for gestures are presented to the user simultaneously. To address this problem, Oh et al. (2015) introduced gesture sonification (i.e., finger touches produce sounds, which create an audio representation of a gesture shape) and corrective verbal feedback (i.e., speech feedback provided by analyzing the characteristics of the produced gesture). Another work (Oh and Findlater, 2015) examined on-body versus touchscreen gesture input for people with visual impairments, such as pointing and shape gestures, and showed the potential of on-body input for accessible non-visual mobile computing.

Findings from these studies were used to compile design guidelines for mobile touch user interfaces for people with visual impairments. For example, based on experimental evidence, McGookin et al. (2008) formulated specific recommendations for implementing touchscreen accessibility, such as avoid short impact gestures, such as a tap, because of accuracy concerns and accidental target invocation; provide a discernible tactile "home" location; and provide feedback, such as audio, for all interactions involving a touchscreen. Kane et al. (2009) also drew several guidelines for making mobile devices more accessible and empowering, such as provide increased configurability and interaction adaptation to environmental factors. Kane et al. (2011b) recommended gesture user interface designers to favor edges, corners, and other landmarks on the touchscreen device, reduce demand for location accuracy, and avoid symbols used in print writing, because people who are blind may have limited knowledge with them.

2.4. Mobile applications for people with visual impairments

Mobile application development for users with visual impairments has focused mostly on assisting orientation and navigation, both indoor (Chen et al., 2012; Poláček et al., 2012) and outdoor (Pressl and Wieser, 2006) and to help people travel in public transportation (Bischof et al., 2012). Other application areas include assisting everyday life activities, such as matching color and texture of clothes (Tian and Yuan, 2010), helping in business negotiations (Karim et al., 2006), making visual maps accessible (Buzzi et al., 2011), and even performing challenging tasks, such as controlling a flying helicopter (Minatani and Watanabe, 2012). Bigham et al. (2010) and Schauerte et al. (2012) implemented computer vision techniques to detect objects and help people who are blind to find lost things. “KnowWhat” is a prototype that uses a video camera to decode fiducial markers placed in the environment (Pareddy et al., 2016). Azenkot et al. (2011) developed "MoBraille" (i.e., mobile Braille), a framework that connects an Android device to a Braille display over HTTP and enables people who are blind to access information in Braille from mainstream smartphone devices.

Researchers have also explored new designs for mobile devices, specifically tailored for users with visual impairments. For example, Quek and Oliveira (2013) designed a haptic glove interface to enable individuals with blindness or severe vision impairments with awareness of the deictic gestures performed by an instructor. Gollner et al. (2012) introduced a new glove design to support communication for people who are deaf and blind: the device translates the hand-touch alphabet Lorm, used by people with both hearing and sight impairments, into text and vice versa. Shaik et al. (2010) showed how the existing design of a mobile device (an Android mobile phone) can be reconfigured for easier usage by people with visual impairments.

Several commercial technologies are available today for Android and iOS mobile devices to improve the accessibility of mobile user interfaces for people with visual impairments. Screen readers, such as VoiceOver and Google TalkBack (Apple, 2016; Google, 2016b), come preinstalled and, probably, represent the most prevalent form of assistive technology for today's mobile touchscreen devices for people with visual impairments. VoiceOver enables users with instant access to audio descriptions of on-screen content triggered by means of touch gestures, e.g., a simple tap plays the description of a button, while a double-tap executes the function associated to that button (Apple, 2016). Android's accessibility features available to app developers include the preinstalled TalkBack screen reader that renders the results of an action with spoken feedback, the "explore by touch" system that reads content found at the location of the user's finger touching the screen, and access to system settings to adjust display and sound options for improved accessibility for a range of visual abilities; see Google (2016a).

Recent efforts were devoted to improve photos and video accessibility for the web and, especially, for visual content delivered on Social Networking Services. For instance, Twitter has introduced photo captioning in 2016 to describe visual content to users with visual impairments in the form of alternative text up to 420 characters (Larson, 2016b). Yahoo has started to provide close captioning for some of their featured videos (Larson, 2016a). Providing alternative text to visual content is important, as revealed by recent studies showing that people with visual impairments participate on Facebook as much as the general population (Wu and Adamic, 2014), yet they experience accessibility challenges because of the large prevalence of photos and videos without sufficient text description (Voykinska et al., 2016). More advanced screen readers have started to take advantage of recent developments in visual object recognition from static images to provide automatic alternative text in order to make on-screen visual content more accessible to people with visual impairments. For instance, Facebook’s Moments app can already recognize about 100 distinct concepts in photos, besides peoples’ faces, such as people’s appearance (e.g., eyeglasses, beard, smiling), nature (e.g., mountain, snow), transportation (car, airplane, bicycle), sports (tennis, swimming), and food (e.g., ice cream, pizza, dessert, coffee). This technology enables "people using a screen reader to access Facebook on an iOS device [to] hear a list of items that may be shown in a photo" (Garcia et al., 2016), improving the accessibility of photos for the web and Social Networking Sites.

A few recent projects on mobile computing and mobile apps have launched an entire series of hardware and software products that offer multiple functionality to people who are blind or with low vision. For instance, RAY devices and apps were specifically designed for people with visual impairments to connect, communicate, and socialize; see (Project-RAY, 2016). The RAY App for Android devices exposes a simple eyes-
free user interface, operable with one hand only, that replaces taps with directional swipes in the form of a simple marking menu (Zhao and Balakrishnan, 2004; Kurtenbach and Buxton, 1994) with audio feedback. Special designs of smartphones for people with visual impairments (e.g., the RAY L5 or RAY N5) run a dedicated operating system and expose useful features, such as remote assistance for users to receive support over the Internet from their family members, navigation assistance, and visual identification apps that help with color or currency identification. Another family of assistive apps is “GeorgiePhone,” which provides assistance for people who are blind or have low vision for various tasks, such as color identification, reading documents with optical character recognition, providing directions and assisting navigation (GeorgiePhone, 2016). Other commercially-available apps for Android and iOS devices help their users with vision enhancement tools to improve the visual perception of on-screen content via software magnification (AppdLab, 2016; SmartTools, 2016), map live camera views to audio feedback, such as soundscapes (Meijer, 2016), and provide navigation assistance and services for personal security (Shen, 2016).

2.5. Mobile technology for people with low vision

The term “visual impairments” includes a broad range of visual abilities, from moderate to severe impairments and blindness. However, unlike people who are blind, people with low vision do rely on their visual abilities to perform everyday tasks. Although work from as early as 1998 remarked people with low vision as an overlooked user group (Jacko and Sears, 1998), only recently studies have emerged to help designers and practitioners to understand accessibility challenges faced by people with low vision; see Szpiro et al. (2016a,b). For example, a very recent study revealed that the needs of people with low vision in terms of accessible technology differ from those of people who are blind (e.g., people with low vision prefer accessing information visually than aurally) and outlined the need of high-performing vision enhancement tools (Szpiro et al., 2016a). Kim et al. (2013) examined haptic feedback for people with low vision and argued for specific designs to contrast design that targets people who are blind.

There are many causes for low vision and many ways in which vision disturbances manifest, e.g., as blurred vision, faded colors or glare, blind spots in the visual field, color blindness, etc. In the following, we focus on mobile technology for enhancing vision for people with visual impairments, which has traditionally relied on software magnification approaches, now available commercially (AppdLab, 2016; SmartTools, 2016) or on interaction techniques that help acquire small targets; see (Appert et al., 2010; Grossman and Balakrishnan, 2005; Mott and Wobbrock, 2014). Recently, advances in head-mounted displays, augmented reality, and wearable technology have made possible new accessibility apps for people with low vision. An example is the “ForeSee” system of Zhao et al. (2015) that uses a video camera and an Oculus Rift headset to render processed versions of the visual reality, such as magnifications, enhanced contrast and highlighted edges, or detection and recognition of text. A similar, yet less complex system comes from Hwang and Peli (2014), who implemented an edge enhancement visualization for Google Glass. “Chroma” is an augmented-reality system implemented with Google Glass that enables people with low vision to see an enhanced version of the visual reality according to their type of color blindness (Tanuwidjaja et al., 2014). “CueSee” is another example of an augmented reality system that assists product search by automatically detecting and highlighting the product on the head-mounted display (Zhao et al., 2016). New wearable technology and augmented reality software will likely have an important impact on enhancing visual abilities for people with low vision, helping them overcome accessibility problems on mobile touchscreen devices. However, more explorations are still needed to understand what, how, and when to improve and how these techniques can be tailored to specific visual abilities.

2.6. Situational visual impairments

The previous sections overviewed techniques designed to overcome the effects of pathological causes of visual impairment on mobile touchscreen interaction. However, visual impairment can also be situational, where the specific interaction context prevents a clear, direct view of the visual stimulus shown on the screen. Figure 2 illustrates some of these situations for mobile devices, such as partial and complete screen occlusion, difficulty to look at or to reach the mobile device, or screen glare. Although such situations can be easily corrected, they make touchscreen interactions with mobile devices temporarily not available for people without visual impairments of pathological cause. Some eye disorders, such as retina errors, can be treated with corrective glasses or surgery, but others do not currently have a cure, such as diabetic retinopathy, for which present-day therapy tries to prevent further vision loss. However, situational causes can be addressed and corrected with simple actions in the vast majority of cases (e.g., by simply removing the object causing occlusion or adjusting the orientation of the device to reduce the effect of sun glare; see Figure 2); nevertheless, they pose difficulties for the correct perception of the visual stimulus. For mobile touch interactions, it may be that situational impairments are as problematic, for short periods of time, as visual impairments with a pathological cause (Wobbrock, 2006).

Sears et al. (2003) and Barnard et al. (2007) discussed situationally-induced impairment and disabilities (SIID), in the context of ubiquitous computing, determined by often changes in interactive scenarios experienced by users. The authors adopted a three-dimensional model to discuss the characteristics of SIID, employing the concepts of human, environment, and applications, by relying on the model of Schmidt et al., (1999) used to describe “context.” In the context of inclusive design, Elton and Nicolle (2010) and Nicolle and Elton (2016) identified the person, nature of the task, physical environment, and social environment as important for the context of use of a given product.

Previous work has investigated users’ touch input performance on mobile devices under various situational impairments, such as walking or encumbrance (Abdolrahmani et al., 2016; Kane et al., 2008b; Schildbach and Rukzio, 2010; Ng
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are still needed to advance current knowledge to deal efficiently with situationally-induced impairments and disabilities.

2.7. Summary
Previous work on mobile touchscreen interaction for people with visual impairments has looked at the accessibility challenges that visual impairments pose on effective touch and gesture interaction and addressed these challenges by proposing assistive techniques for a variety of mobile applications. The studies from the literature reported repeatedly that people with visual impairments employ strategies and workarounds to be able to use mobile devices effectively and independently. We also know that differences exist between people with and without visual impairments in terms of touch and gesture input and, consequently, there is the need for specific touch and gesture input design for a range of visual abilities. However, despite the existing large body of work on visual impairments and mobile touchscreen interaction, an overview of causes of visual impairment has not been conducted so far. However, such an overview, examining both pathological and situational factors, would help systematize knowledge in this area as well as to inform future research directions. In the following, we compile the first version of a catalogue of factors responsible for visual impairment in relation to mobile devices, and we present a taxonomy grouping these factors on three dimensions: users, devices, and environments. But first, we take a brief look at the pathology of the eye and report on the eye conditions with the highest incidence worldwide.

3. CATALOGUE OF FACTORS CAUSING VISUAL IMPAIRMENT FOR MOBILE DEVICES

This section introduces a taxonomy of factors responsible for visual impairment that can affect the effectiveness and/or efficiency of touchscreen interaction on mobile devices. The taxonomy was informed by pathological causes of visual impairment (see the previous section), by previous work on situational impairments (Abdolrahmani et al., 2016; Barnard et al., 2007; Sears et al., 2003), observations from the studies in the literature (Kane et al., 2008a, 2009; Ye et al., 2014; Shinohara and Tenenberg, 2007), previous work on inclusive design (Elton and Nicolle, 2010; Nicolle and Elton, 2016), and personal observations. The taxonomy is organized around four main concepts: (1) users, (2) devices, (3) the physical environment, and (4) the social environment; see Figure 6 for an overview. The purpose of this taxonomy is to better understand causes of visual impairment by cataloging them into relevant clusters.

3.1. The user dimension: pathological and psychological causes of visual impairment

The User category includes pathological and psychological factors that determine a user’s capability to interact effectively with mobile devices and to perceive accurately visual content displayed on such devices. We identify the following factors pertaining to the user that are responsible for causing visual impairment:

1. Pathological factors cause disorders of the eye, which prevent formation of a correct visual perception and understanding of the visual stimulus. The visual function may be affected in many ways, such as central field loss, peripheral vision loss, color or contrast perception loss, or visual acuity loss (see the previous section for an overview of disorders of the eye and Figure 5 for visual illustrations). If some disorders of the eye can be corrected, such as refractive errors, others cannot. To compensate the difficulty of perceiving content clearly on the device, people with visual impairments adopt workaround strategies, such as adjustments of the position and orientation
of the device or adjustments in body posture. To illustrate such outcomes, we performed observations with three persons with various visual abilities. Figure 7 shows a few snapshots captured from three persons with visual impairments that were asked to perform touch and gesture input on a tablet, such as drawing shapes and touching targets at random locations on the screen. Person P1 (female, 33 years old) had chorioretinal degeneration (central vision affected); P2 (male, 43 years old) had severe myopia (−11.0 diopters in both eyes) and congenital nystagmus (involuntary, rhythmic eye movements); P3 (female, 36 years old) had amblyopia (an eye fails to achieve normal visual acuity, even with prescription eyeglasses) in a severe condition (−6.00 diopters in both eyes). To cope with the task, everyone adopted specific body postures to compensate for their vision deficiency, which is one instance of workaround strategies that were observed in the literature (Shinohara and Tenenberg, 2007; Kane et al., 2008a, 2009; Szpiro et al., 2016a,b; Ye et al., 2014). In contrast, Figure 7d shows the more relaxed body posture of a person with full sight performing the same tasks.

2. **Psychological factors** may cause an inefficient distribution of the user’s visual attention to the task on the device. The effect is that some visual stimuli will not be perceived correctly or will not even be perceived at all. Examples include overloaded visual attention because of multiple visual stimuli (Vatavu and Mancas, 2014, 2015), priorities in handling tasks (e.g., while a high priority task, such as driving or jogging, is in progress, switching attention to the mobile device can lead to potentially dangerous outcomes), or dealing with visual distortions and optical illu-
visions that deceive the eye (Khademi et al., 2012). Visual attention has been described and analyzed using the spotlight and zoom-lens models (Eriksen and Hoffman, 1972; Eriksen and James, 1986). The spotlight model (Eriksen and Hoffman, 1972) characterizes visual attention using focus (i.e., the region from which information is extracted and processed at high resolution), fringe (i.e., the low-resolution extraction of information at the boundaries of the focus region), and margin (i.e., the cut-off of the visual attention area). The zoom-lens model (Eriksen and James, 1986) is an upgrade of the spotlight model, explaining the trade-off in the efficiency of the visual information processor: larger the focus, slower the processing. Inattentive blindness (or perceptual blindness) also falls into this category. Inattentive blindness is a psychological phenomenon caused by the lack of attention without any vision defects, i.e., an unexpected visual stimulus is not recognized, even when in plain sight (Mack and Rock, 1998; Rock et al., 1992): “objects not attended to are not seen” (Mack et al., 2002). Rock (1997) even argued that perception is an indirect process and that visual experience is derived by inference.

There are cases in which pathological factors determine psychological ones, while psychological factors may have physiological manifestations. For instance, a common psychological disorder associated to vision loss is depression. Rovner et al. (2007) found that patients with age-related macular degeneration are likely to experience depression within the next months after their second eye became affected. Senra et al. (2015) found that irreversible vision loss often has negative effects on the quality of life and mental health, while such effects tend to remain over time. Appollonio et al. (1996) noted an association between uncorrected sensory deprivation and a low quality of life for elderly people. People tend to develop anxieties caused by vision loss (Kempen and Zijlstra, 2014) and Ash et al. (1978) found that non-acceptance of blindness was associated with psychological distress and low social adjustment. Moschos (2014) described further connections between the physiology and psychology of vision disorders.

3.2. The device dimension: technical characteristics that affect visual perception

The Device dimension refers to all the aspects that characterize the capability of a given device to deliver clear, undistorted visual stimuli to its users. The technical characteristics of a device may lead to correct, partially correct, or even incorrect perceptions of visual content displayed by that device. Differences in product design, parts, production costs, and manufacturing processes will determine differences in product quality, with direct effects on the perception of on-screen content, such as the perception of colors or fine details of high-resolution graphical content. The following factors were catalogued under the Device category:

1. Hardware capability represents the technical characteristics of the device’s screen, such as pixel resolution, dpi, and brightness. While smart phones and tablets have reasonably large screen sizes, smartwatches usually come with very small screens, e.g., the Samsung Galaxy Gear S has a 50.9 mm diagonal, while the Gear Fit’s total dimensions are just 23.4 × 57.4 mm. Other wearable displays, such as fingernail displays (Su et al., 2013; Wimmer and Echtler, 2013), are even much smaller. Screen quality, such as resolution, brightness, or technology, may affect perception of fine visual details. Also, because the screen represents the principal cause of battery consumption on mobile devices, a low battery level will force the operating system to save energy and, consequently, to reduce the brightness of the screen, affecting overall perception of displayed content. In fact, Schuchhardt et al. (2015) observed that current adaptive display brightness schemes are not well-tuned to user preferences.

2. User interface design represents all the elements that compose the interface presented to the user. Examples that limit accessibility are text too small to be easily read, little contrast between text and background, and a poor choice of colors. User interfaces tailored for the individual are needed in such situations. For example, SUPPLE is a system that can automatically generate personalized user interfaces (Gajos and Weld, 2004; Gajos et al., 2010), which was demonstrated for people with visual impairments (Gajos et al., 2007) (SUPPLE++) in the context of ability-based design (Wobbrock et al., 2011).

3. Occlusion of content. Selection of on-screen content on mobile devices involves finger touches and, consequently, part of the screen gets occluded by the user’s fingers, hand, or arm. Fortunately, occlusion models exist for tablets and interactive tabletops (Vogel et al., 2009; Vogel and Casiez, 2012) in the context of designing occlusion-aware interfaces (Vogel and Balakrishnan, 2010). These models can be used to display content dynamically on the screen, compensating for finger and hand occlusions.

4. Device accessibility may be sometimes limited because of the impossibility to reach the device or to look at its screen directly. For instance, hands may be busy (e.g., carrying objects; see Figures 2c,d) or the user may be involved in an activity that cannot be interrupted (e.g., driving, jogging, etc.). The smartphone placed face down during a meeting or placed at the ear during a conversation does not allow content to be visualized. The device may be covered by other objects or may be difficult to reach (e.g., while in the pocket or inside a bag). Some work focused on making smartphones more aware of their context of use and, therefore, more accessible to people with visual impairments (Li et al., 2010) through innovatory techniques such as “phoneprioception” (Wiese et al., 2013).

3.3. The physical environment

This category includes all the physical aspects, exterior to the device and the user, that nevertheless affect interaction between the user and the mobile device. We identified the following
factors responsible for causing conditions of visual impairment in relation to the physical environment:

1. **Light** affects the perception of visual information. Dim light makes content hard to see, while light that is too bright can cause reflection on the screen, commonly known as discomfort glare (Choe and Lee, 2015); see Figure 2e. Discomfort glare can be corrected by adjusting device orientation and/or position. Interested in this phenomenon, Kelley et al. (2006) proposed a procedure to characterize the dynamic range, contrast, and readability of a display under daylight conditions and Rodriguez et al. (2016) examined the effect of sunlight glare on cognitive performance. Light can cause even more discomfort when eye disorders are already present, such as photophobia.

2. **Environment phenomena.** Natural phenomena occurring in the physical environment, e.g., rain, strong wind, or dust, can temporarily affect perception of visual content and the interaction because corrective measures need to be applied, such as adjusting position and orientation or covering the screen for protection using the other hand.

3. **Context of use.** Some physical environments, such as underwater for example (Koike et al., 2013; Pier and Goldberg, 2005), make perception of visual information more difficult. Dangerous working conditions may require equipment for protection, such as special glasses. Generally, protection equipment (gloves, special clothes, head protection gear) make interaction with small mobile devices more difficult by reducing users’ comfort and capacity to control the device (e.g., gloves) or to perceive visual content effectively (safety glasses).

### 3.4. The social environment

Social norms, formal requirements governing behavior in polite society, and regulations impact when and how mobile devices should be used. For instance, when engaged in a social activity, such as a meeting, having phone call interruptions may be negatively perceived by others. Anderson et al. (2015) devised alternative approaches to operate mobile devices in subtle ways. Rico and Brewster (2009, 2010) investigated the social acceptability of motion gestures performed with mobile devices and found that location and audience have a significant impact on a user’s willingness to perform motion gestures in public. Such aspects add on top of the challenges created by pathological visual impairment. For instance, Jackson and Gleeson (2013) observed a perceived or actual negative social bias that determine problems in self-image and interpersonal relationships affecting people with strabismus. Shinohara and Tenenberg (2007) presented the case study of a blind person’s interactions with technology and pointed to the importance of having assistive technology that does not “mark” the user as blind. Furthermore, regulations prevent mobile phone usage in some contexts, such as while driving. Abdolrahmani et al. (2016) examined situationally-induced impairments on mobile devices for people who are blind and reported on the challenges of using screen readers during meetings. Workaround solutions adopted by people who are blind were to wear earphones, minimize the audio volume, or to attenuate the audio output by placing their fingers on the phone’s speaker; see (Abdolrahmani et al., 2016) for more discussion. These examples show how the social environment represents an important dimension to consider for assistive interface design for mobile devices.

### 4. DESIGN GUIDELINES FOR TOUCH AND GESTURE INPUT ON MOBILE DEVICES

In this section, we summarize previous design guidelines from the accessibility literature to improve the accessibility of mobile devices for people with visual impairments. We group previous recommendations in 15 discussion points, ranging from general accessibility and usability aspects of mobile devices up to specific challenges for touch and gesture input:

1. **Design new form factors for accessible mobile devices.** Blind people do not need the (usually large) visual display present on today’s smartphones and, therefore, the display size and the form factor of the device can be reduced to a minimum size allowed by manufacturing processes and usability criteria (Ye et al., 2014). Because mobile devices, such as tablets and smartphones, need to be carried around, reached for before use, and then stored away when not in use, wearable devices that are always attached to fixed locations on the body, such as the wrist or the ear, could represent a suitable alternative to smartphones for people with visual impairments; see next.

2. **Design for commercially-available wearable devices.** Recent advances in miniaturization and mobile computing spurred a wide range of wearable devices that are commercially available today, such as wristbands meters, smartwatches, augmented reality glasses, GPS trackers, and so on. Previous work has found that wearable devices were positively received by people with visual impairments (Ye et al., 2014). Because these devices are worn at fixed locations on the body (e.g., the wrist), they are easy to access due to proprioception mechanisms and, thus, cannot be misplaced; also, they do not need to be stored when not in use, making access to them more efficient. Wearable devices come with on-board sensors and electronics that enable many opportunities for non-visual input and output. For instance, vibrotactile feedback can be delivered at various locations on the hand, e.g., on the wrist (Schönauer et al., 2015; Ye et al., 2014) or a on the arms and the body (Lindeman et al., 2004; Meier et al., 2015). Audio feedback can be personalized to one’s ears only with smart earbuds, some with touch sensing embedded, such as The Dash (Bragi, 2016). Visual feedback head-mounted displays and augmented reality glasses can enhance the perception of the visual reality for many applications and for a wide range of visual abilities; see Hwang and Peli (2014); Tanuwidjaja et al. (2014); Zhao et al. (2015, 2016) for a few examples of such systems.

3. **Design interactions for multiple mobile devices.** People with visual impairments make use of complementary devices when interacting with their smartphones, such
as keyboards or refreshable Braille displays (Ye et al., 2014). Recently, cross-device interaction techniques have emerged, which enable designing interactions for multiple smart mobile devices (Chi and Li, 2015; Chi et al., 2016; Rädle et al., 2015; Vatavu et al., 2016), but more explorations and studies are needed to understand user performance in such multi-device interactive contexts.

4. **Design mobile device interactions to reduce encumbrance when using other accessibility devices.** People with visual impairments carry and use accessibility devices, such as canes, magnifiers, Braille compasses, wired headphones, refreshable Braille displays, etc. (Kane et al., 2009; Ye et al., 2014) or may have their hands busy holding, for example, the leash for service dogs. Consequently, hands may already be occupied, making only one hand available for interacting with the mobile device (Abdolahmani et al., 2016). Such constraints that combine pathological and situational factors of visual impairment demand efficient single-hand input techniques to be designed for effective mobile device use.

5. **Allow configurable visual settings.** Although settings on most smart devices are configurable (e.g., text can be made larger, and the palette of colors is customizable), devices should also allow arbitrary settings, instead of preselected configurations. Previous studies showed that people with visual impairments are willing to spend time configuring a device before using it, if those adjustments will help later (Kane et al., 2009). Schuchhardt et al. (2015) observed that current adaptive display brightness schemes are not well-tuned to users’ preferences.

6. **Detect and use context.** In some contexts, using a mobile device may prove difficult or actually unsafe. Sensing the context (e.g., information about the user, location, activity, etc.) with available on-board sensors (e.g., accelerometers, gyroscopes, light sensors, microphones, etc.) should be explored more in order to adapt the interface to users and their activities (Abdolahmani et al., 2016; Kane et al., 2009; Mariakakis et al., 2015).

7. **Design discrete interactions.** There are social scenarios where people need to interact with their devices without drawing attention, e.g., reading an important text message that has just arrived, when in a meeting. Such “discrete” interactions are more challenging for people with visual impairments, and the literature has highlighted the need for assistive technology to implement such interactions, without drawing attention to themselves (Abdolahmani et al., 2016; Kane et al., 2009; Shinohara and Tenenberg, 2007). New sensing technology for non-touch gestures (Chen et al., 2014; Hinckley et al., 2016; Song et al., 2014) or technology that would not require actually reaching for the device (Dezfuli et al., 2012; Gustafson et al., 2011) might prove useful in this direction, as well as adaptation and adaptation of subtle interaction techniques (Anderson et al., 2015) for people with visual impairments.

8. **Detect and deal appropriately with unintended touch.** Unintended touches can cause accidental activation of device features, changing contexts, or launching other applications (McGookin et al., 2008). Previous studies showed that people with visual impairments are concerned about such usability aspects of touchscreens (Kane et al., 2008a), because it is difficult for them to know how far above the screen their fingers are (McGookin et al., 2008). Other causes for unintended touch are resting the palm on some region of the device, fingers touching the screen because of the grasp, trailing fingers on the touch surface, hand shaking or fingers slipping (El-Glaly et al., 2012). Rejecting unintended touch is also problematic for users with full sight; see Annett et al. (2014). There are several ways to prevent unintended touch implementable at the level of gesture set design or at the level of sensing touches and finger movements. For example, the applicability of simple taps and short gestures can be restricted in some contexts (McGookin et al., 2008). Consistent movement (e.g., left to right for a text to speech app) could be tracked by keeping a record of previous touches and use it to detect those touches far-away from the trend (El-Glaly et al., 2012), or using filtering criteria that reject up to 80% of the unintended touches (Matero and Colley, 2012). Recent pre-touch sensing techniques (Hinckley et al., 2016) could detect in advance when the fingers or the palm approach the surface and, therefore, inform appropriate actions. Also, sensing the grasping style of the user (Goel et al., 2012b; Wolf and Henze, 2014; Yoon et al., 2015) could also help applications to ignore unintended touches occurring at the edges of the touchscreen, for instance.

9. **Design usable touch gestures for people with visual impairments.** Gestures performed by people who are blind on touchscreens differ from those articulated by sighted people and, therefore, generic guidelines from the gesture design literature (Wobbrock et al., 2009; Rekik et al., 2013, 2014; Morris et al., 2010; Nacenta et al., 2013) do not equally apply for people who are blind. Instead, touch gestures for people with visual impairments should make use of mode changers, favor edges, corners, and other physical landmarks on the device (Kane et al., 2011b), favor short and single-stroke gestures (Buzzi et al., 2016), avoid gesture shapes with right or steep angle, and use directional strokes (Buzzi et al., 2016). Also, some gesture shapes should be avoided, such as letters, numbers, and other symbols, as people who are blind may not know to perform them or may not have sufficient practice performing them accurately (Kane et al., 2011a; Buzzi et al., 2016). Gestures that require users to start interacting on specific locations on the screen should also be avoided (McGookin et al., 2008) unless common layouts, such as QWERTY for instance, can be leveraged (Kane et al., 2011b). Some studies also observed that people who are blind perform gestures that sometimes continue outside the boundaries of the display (Buzzi et al., 2015), in which case the application would incorrectly infer that the gesture has ended. These observations suggest the need for better design of gesture sets for people with visual impairments, but also point to new design opportunities, such as extending touch gestures above and beyond...
Deliver appropriate feedback for all visual abilities. It is important to provide feedback for all actions on touchscreens, and feedback type should be adapted to a wide range of visual abilities. This work has surveyed a lot of techniques to render visual content in non-visual ways. However, feedback modalities should also take account of context. For instance, audio feedback may be challenging to process outdoor, where people with visual impairments need to focus on ambient sounds, such as noise traffic for orientation and navigation (Abdolrahmani et al., 2016; Kane et al., 2009). McGookin et al. (2008) found that participants with visual impairments generally prefer audio feedback, but people with low vision prefer to rely on their visual abilities instead of receiving aural feedback (Szpiro et al., 2016a). Feedback should also be delivered as early as possible to the user (Abdolrahmani et al., 2016).

Develop new recognition techniques or adapt current gesture recognizers to gestures articulated by people with visual impairments. The only available data on recognition performance of gestures produced by people who are blind comes from Kane et al. (2011b), who employed the SN recognizer of Anthony and Wobbrock (2010) and reported recognition rates between 44.9% and 78.7% depending on the training condition. This limited information shows critical need for more evaluations of gesture recognition performance for people with visual impairments, as well as more efforts to develop gesture recognizers that can appropriately handle articulation variations produced by people with visual impairments. Kane et al. (2011b) observed that people with visual impairments use multiple fingers and create more strokes per gesture than people without impairments, which suggests the need for gesture recognizers that are invariant to such articulation details. The SP point-cloud gesture recognizer (Vatavu et al., 2012) represents such an approach that was shown to deliver high accuracy on a wide range of gesture types, but unfortunately it was not evaluated on gestures produced by people with visual impairments. Also, people who are blind produce more variations in the gestures they articulate than sighted people (Kane et al., 2011b; Buzzi et al., 2016), which recommends the use of gesture recognizers that are more tolerant to geometric and kinematic variations. Especially variations in production time and speed (e.g., people who are blind perform gestures at a different pace than sighted people; see Kane et al., 2011b) suggest that gesture recognizers should not rely their decisions on kinematic features (Blaogjevic et al., 2010; Rubine, 1991). The effect of gesture implementer also needs to be considered. Previous findings (for participants with full sight) found that differences exist between gestures produced with the finger and the stylus (Tu et al., 2015, 2014) and, consequently, researchers and practitioners should also consider how such aspects scale to people with visual impairments.

Evaluate assistive technology in real-world scenarios. It is important to evaluate assistive technology in the actual context where it will be used. For instance, audio feedback has been frequently proposed to substitute visual perception of on-screen elements. However, audio is perceived
differently in conditions of traffic noise outdoor than in the lab (Abdolrahmani et al., 2016), which may impact its efficiency for some scenarios. Most gesture recognition algorithms have been evaluated with gestures collected in controlled conditions, with participants seated or detached from distracting stimuli (Anthony and Wobbrock, 2010; Vatavu et al., 2012; Wobbrock et al., 2007) and, therefore, more evaluations of gesture recognition performance are needed for visual impairing interaction contexts.

5. CONCLUSION

This work presented the first survey of touchscreen interaction and visual impairments and introduced the first catalogue of factors responsible for visual impairment in the context of mobile touch input. As is, the catalogue already contains a variety of factors that affect interaction effectiveness on mobile devices and that need to be considered for the design of assistive techniques. Future work and practice of designing mobile touchscreen user interfaces for people with visual impairments and for situationally-induced visual impairments will likely improve the catalogue by identifying new causes and connections to existing factors. The goal of this work was to help systematize research on visual impairments and mobile touchscreen interaction by providing an overview of the main causes of visual impairments affecting touchscreen interaction effectiveness and efficiency on smart mobile devices. We hope that the survey and catalogue will benefit the community and inspire new work to better understand causes of visual impairment for mobile touchscreen interaction and to design and develop better assistive technology for a wide range of visual abilities.
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